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Most functional brain imaging studies use task-induced hemodynamic responses to infer underlying changes in neuronal

activity. In addition to increases in cerebral blood flow and blood oxygenation level–dependent (BOLD) signals, sustained

negative responses are pervasive in functional imaging. The origin of negative responses and their relationship to neural activity

remain poorly understood. Through simultaneous functional magnetic resonance imaging and electrophysiological recording,

we demonstrate a negative BOLD response (NBR) beyond the stimulated regions of visual cortex, associated with local decreases

in neuronal activity below spontaneous activity, detected 7.15 6 3.14 mm away from the closest positively responding region

in V1. Trial-by-trial amplitude fluctuations revealed tight coupling between the NBR and neuronal activity decreases. The NBR

was associated with comparable decreases in local field potentials and multiunit activity. Our findings indicate that a significant

component of the NBR originates in neuronal activity decreases.

Functional brain imaging studies in humans rely on the measurement
of cerebral blood flow (CBF)1 or BOLD (refs. 2–5) signals. Recent
studies have characterized the relationship between localized increases
in neuronal activity and the corresponding increases in CBF (ref. 6) and
BOLD (refs. 7–14), making it possible to interpret positive functional
imaging responses in terms of neuronal activity. In addition to the
commonly reported increases in these signals, sustained negative CBF
(ref. 15) and BOLD (refs. 16,17) responses are pervasive in functional
brain imaging studies. In contrast to the positive CBF and BOLD
responses, the origin of the corresponding negative responses and their
relationship to neural activity remain poorly understood.

To date, the origin of the NBR remains controversial. Some studies
hypothesized a purely vascular origin (for example, ‘vascular blood
steal’) for this phenomenon, suggesting that the NBR bears little direct
relation to underlying neuronal activity18–21. Support for this proposal
comes from an optical imaging study in the rat22 that demonstrated an
instance of low amplitude, negative hemodynamic response that did
not correspond to observable changes in neuronal activity. A compet-
ing perspective suggests that the negative hemodynamic and BOLD
responses reflect suppression of neuronal activity15,18,19,23–26. Some
support for this view can be gleaned from a laser Doppler study that
showed decreased cerebellar blood flow in response to reduced excita-
tory input to the rat cerebellum27. The same study, however, also
reported that suppression of neuronal activity within the cerebral
cortex was accompanied by a concomitant increase, rather than
decrease, in CBF. A recent study in human cerebral cortex demon-
strated prolonged NBR in early visual areas that was associated with
decreases in CBF and with smaller decreases in oxygen consumption16.
The findings from that study corroborate the contributions to the NBR

of (i) a substantial component of decreases in neuronal activity
(DiNA) and (ii) possibly, based on analysis of the time course of the
NBR, a component of hemodynamic changes independent of the
local changes in neuronal activity. To date, however, no direct measure-
ments of neuronal activity have been performed within cerebral areas
manifesting NBR.

The aim of the current study was to determine whether the NBR is
associated with local changes in neuronal activity and, if so, to what
extent the NBR can be accounted for by such changes. To address these
questions, we applied electrical recordings simultaneously7 with func-
tional MRI (fMRI) in anesthetized macaque monkeys. The negative
BOLD response beyond the stimulated regions of visual cerebral area
V1 was found to be associated with—and coupled to—decreases in
neuronal activity below spontaneous baseline activity. Our findings
indicate that a substantial component of the negative BOLD response
can be attributed to concomitant decreases in neuronal activity.

RESULTS

Association of NBR with decreases in neuronal activity

To characterize the neuronal correlates of the NBR in monkey V1, we
used partial visual field stimulation in a protocol similar to one that
elicits NBR in human visual cortex16. The recording electrode was
located within visual area V1 (Fig. 1, green arrows). We used two
stimuli, one of which overlapped with the aggregate receptive field
(Fig. 1, green squares) of the neurons in the vicinity of the electrode.
The nonoverlapping stimulus was either more peripheral or more
central to the receptive field in the visual space. As expected, the
overlapping stimulus elicited a positive BOLD response (PBR) near the
electrode (Fig. 1a), whereas the nonoverlapping stimulus induced an
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NBR in the same vicinity (Fig. 1b). A region of interest (ROI)
encompassing the gray matter around the electrode was used to sample
the BOLD signal (Fig. 1c). The mean NBR averaged over all data sets
(Fig. 1d) was characterized by a transient, large-amplitude decrease in
BOLD, followed by a gradual return towards the baseline. A post-
stimulus overshoot followed, which was approximately in phase with
the poststimulus undershoot seen in the positive response.

To investigate changes in neuronal activity, we decomposed the
broadband electrophysiological signal to obtain the spectrogram
(power as a function of frequency and time). To first obtain an estimate

of global neuronal activity, we averaged the
fractional response over the whole range of
frequencies (4–3,000 Hz). The time course of
the global neural response associated with the
positive BOLD response showed, as expected,
that the stimulus that overlapped with the

aggregate receptive field elicited increases in neuronal activity
(Fig. 2a, time course averaged over all trials with the over-
lapping stimulus from all data sets). In contrast, the nonover-
lapping stimulus induced DiNA beyond the stimulated regions of
V1. We observed a transient, large-amplitude decrease in neuronal
activity, followed by adaptation and a subsequent plateau of
lower amplitude that was sustained below baseline over the entire
stimulation period. The cessation of stimulation triggered an over-
shooting increase in neuronal activity, followed by a gradual decrease to
the baseline level of activity.
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Figure 1 BOLD response to stimulation of part

of the visual field. (a,b) Patterns of response to a

central (3.51–6.11) and a peripheral (8.51–14.71)

visual field stimulus. One oblique anatomical slice

is shown, with the fMRI response superimposed

on it. Green arrows, location of the recording

electrode within visual area V1. Green squares,

aggregate receptive field of the neurons in the
vicinity of the electrode. The stimulus in a

overlapped with the receptive field and induced a

PBR in the vicinity of the electrode. The stimulus

in b did not overlap with the receptive field and

induced an NBR in that same vicinity. (c) The

same anatomical slice as shown in a and b,

with the ROI used to sample the BOLD signal

superimposed in green. (d) Time course (mean ±

s.e.m.) of the BOLD response sampled from the

ROI around the electrode. The time courses

presented here were averaged over all trials

and sessions.
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Figure 2 Neuronal and BOLD response to

stimulation of part of the visual field. (a–d) Time

course (mean ± s.e.m.) of (a) the fractional

change in the comprehensive neuronal signal

and (c) the action potential activity in response

to stimuli that overlapped (red) or did not

overlap (blue) the receptive field. The data

in a and c were averaged over all trials and

sessions. (b) Amplitude of the BOLD response
as a function of the amplitude of the compre-

hensive neuronal response to the nonover-

lapping stimulus. (d) Amplitude of the BOLD

response as a function of amplitude of the

action potential response to the nonover-

lapping stimulus. In b and d, each data

point represents the mean amplitude over

one data set. The amplitudes of the responses

were computed by averaging the time courses

over the 12 s starting 2 s after the onset of the

stimulus (for the neuronal response) and over

the 12 s starting 2 s after the onset of the

stimulus (for the BOLD response; see Methods).

In Supplementary Fig. 1, the amplitudes are

averaged over the entire epoch of stimulation

(20 s). The blue square and bars depict the

mean ± s.d. across all data sets.
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The mean BOLD response to the nonoverlapping stimulus, averaged
over 15 data sets obtained from 7 monkeys, was negative (–0.33 ±
0.17%, mean ± s.d; Fig. 2b). In most of the experiments, the NBR was
associated with DiNA. The corresponding mean neuronal response
across data sets was negative (–5.00 ± 5.44%, P o 0.005, two-tailed
t-test; Fig. 2b, Supplementary Fig. 1 online). Note that in two
experiments a low-amplitude NBR was associated with low-amplitude
increases in neuronal activity (Supplementary Fig. 2 online). To verify
the overall DiNA, we used a second analysis method that did not rely on
the decomposition of the neuronal signal according to frequency:
namely, the detection and isolation of action potentials. We observed
decreases in the average spiking activity relative to the spontaneous

activity of neurons near the electrode (Fig. 2c), in response to
stimulation outside their aggregate receptive field. The NBR was
associated with decreases in the spiking activity of local neurons in
most of the sessions (Fig. 2d), and the mean action potential response
across sessions was negative (–11.61 ± 12.74%, P o 0.005, two-tailed
t-test). Overall, the NBR was associated with DiNA.

Coupling of the NBR to decreases in neuronal activity

These findings suggest that DiNA may underlie the NBR. However,
they do not rule out an alternative hypothesis: namely, that the DiNA
are caused by reductions in CBF with a vascular origin. Decreases in
CBF with a vascular origin (for example, vascular steal) could be the
primary phenomenon, causing reduced oxygen availability within the
NBR regions and thus instigating DiNA. NBRs are associated with
decreases in CBF (refs. 16,28) and blood volume20. It is conceivable that
the increase in arterial blood flow to the positively responding regions
causes a decrease in blood flow to the NBR regions. If the decrease in
CBF to the NBR regions was large, it could cause hypoxia, which in turn
could prevent the neurons from maintaining their baseline neuronal
activity. To rule out this possibility, we compared the dynamics of the
NBR to those of the corresponding neuronal response (Fig. 3). The
onset of the DiNA was immediate, similar to that of increases in
neuronal activity. The onset and peak of the NBR lagged behind the
onset and peak, respectively, of the DiNA. Therefore, the DiNA could
not have been caused by hypoxia stemming from the decreases in CBF.
Overall, the DiNA could not have been caused by decreases in CBF of a
vascular origin.

One could further hypothesize that the NBR and the DiNA might
co-occur at the same place and approximately the same time, without
being related at all. It could be that the NBR is of purely vascular origin
whereas the DiNA is of neuronal origin, and that the two phenomena
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Figure 3 Dynamics of the NBR and decreases in neuronal activity.

Normalized time courses of the BOLD and neuronal responses. The positive

BOLD and neuronal responses were normalized by dividing each data point
by the value of the corresponding peak response. The negative responses

were normalized by dividing each data point by the absolute value of the

negative peak response.
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Figure 4 The negative BOLD response is correlated with decreases in

neuronal activity. (a) Scatter plot of the amplitude of the PBR as a function

of the increase in neuronal activity. The plot depicts the fluctuations in the

PBRs and increases in neuronal activity in single trials relative to their mean

responses over a single session (the mean responses were subtracted out;

see Methods). Each dot depicts one trial with the stimulus that overlapped

the receptive field. The dark line represents the result of regression using

orthogonal fitting that considers measurement errors in both coordinates.
Session F01.jI1. See also Supplementary Figure 3. (b) Scatter plot of the

NBR as a function of the decrease in neuronal activity. The data are from

trials with the stimulus that did not overlap the receptive field, from the same

session as in a. Note that the nonoverlapping stimulus was presented in three

times as many trials as the overlapping stimulus. (c) Scatter plot of the trial-

by-trial amplitude of the PBR as a function of the increase in neuronal

activity. The data are pooled from the five data sets with the largest DiNA.

(d) Scatter plot of the NBR as a function of the decrease in neuronal activity.

The data are pooled from the same five data sets as in c. (e) Correlation

between the trial-by-trial PBR and the increase in neuronal activity. To test

whether simultaneity is necessary for obtaining a positive correlation between

the two responses, we shifted the trial-by-trial BOLD response forward in time

relative to the trial-by-trial neuronal response. Correlation coefficients are

presented as a function of the number of trials used to shift the trial-by-trial

BOLD response. The red curve depicts the mean ± s.e.m. correlation

averaged over the five data sets used in c and d. Each of the other colored

curves represents one data set. A red dot stands for significant correlation

obtained in a data set for the shift corresponding to the location of the dot.
(f) Correlation between the trial-by-trial NBR and the decrease in neuronal

activity. The data are from the same five data sets presented in c–e. The

format is identical to that in e, except that a blue curve is used to present the

mean ± s.e.m. over the data sets and blue dots mark significant correlations.
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Figure 5 Prediction of the mean time course of the BOLD response from that of the mean neuronal response and adjacent BOLD response. (a–j) In a, d and g,

mean neuronal response to the overlapping and nonoverlapping stimuli (mean fractional change in power averaged over the whole range of frequencies)

obtained from sessions J00.fA1, F01.jI1 and B01.m01, respectively. In b,e and h, the corresponding predicted and measured BOLD responses obtained from

the same sessions. To compute the predicted positive or negative response, the corresponding mean neuronal response presented in a,d and g was convolved

with the impulse response in j. The result was then scaled using the scaling factor that would minimize the sum of squared differences between the predicted

and measured response. In c, f and i, prediction of the time course of the negative BOLD response from that of the positive BOLD response from regions

adjacent to the negative BOLD response from the same sessions. The curve in orange depicts the mean BOLD response from an ROI in V1, adjacent to the

NBR. The positive response here was obtained simultaneously with the NBR that was observed in the vicinity of the electrode in response to the stimulus

that did not overlap with the receptive field. To compute the predicted negative response (cyan-orange dashed line), the mean positive response (orange)

was inverted and scaled to fit the measured response by minimizing the sum of squared differences between the predicted and measured response. (j) BOLD

impulse response function. The cross-covariance of the BOLD and neuronal signals during spontaneous activity was computed as a function of positive lags in

BOLD. The specific function obtained from each session was normalized to the range of 0 (for the first time point) to 1 (for the maximal value). The impulse

response presented here is the mean ± s.e.m. over the five sessions with the largest DiNA. (k) Determination coefficient estimating the part of variance of the

BOLD response that is accounted for by the different models. The first (yellow-red) and second (cyan-blue) bars to the left describe the estimation of PBR and

NBR, respectively, from the comprehensive neuronal activity response. The third (cyan-orange) bar quantifies the estimation of NBR based on the time course

of the PBR in adjacent regions. The data are the means ± s.e.m. averaged over all data sets that demonstrated DiNA.
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are independent of each other. To establish whether the NBR and the
DiNA are coupled, we analyzed the trial-by-trial fluctuations of the two
different measured responses relative to their own mean responses
across each session. The trial-by-trial amplitudes of the positive and
negative BOLD response were correlated with those of the correspond-
ing increases and decreases, respectively, in global neuronal activity
(Fig. 4a–b; r ¼ 0.34, P o 2 � 10�2; r ¼ 0.46, P o 10�8; regression
using orthogonal fitting; data are from one data set; see also Supple-
mentary Fig. 3 online). Similarly, the trial-by-trial BOLD and neuronal
responses pooled from the 5 data sets with the largest DiNA were
correlated (Fig. 4c–d; r ¼ 0.35, P o 10�8 and r ¼ 0.46, P E 0 for the
positive and negative response, respectively).

To verify the coupling between the two responses, we checked
whether the correlation between them depends on simultaneity
(Fig. 4e–f). The mean (over the same five data sets) trial-by-trial

correlation between the simultaneously mea-
sured NBR and DiNA was 0.485 ± 0.037
(Fig. 4f, shift ¼ 0). To test the dependence
on simultaneity, we repeated the correlation
analysis with the same responses after shifting
them with respect to each other so that the
BOLD and neuronal responses being com-

pared were not obtained simultaneously. The correlation between the
DiNA and the shifted NBRs dropped to approximately 0 (Fig. 4f, shift
Z 1). We thus concluded that the NBR was correlated with DiNA.

To further investigate the coupling between the NBR and the DiNA,
we examined whether the time course of the BOLD response could be
predicted from the time course of the neuronal response (Fig. 5). First
we estimated the impulse response function (IRF) of the BOLD
contrast by applying covariance analysis onto the time courses of the
neural and hemodynamic signals. These time courses were recorded
during epochs of spontaneous activity free of sensory stimulation at the
beginning of each scan (Fig. 5j). We then convolved the mean positive
and negative neuronal responses over one session (Fig. 5a) with the
estimated IRF, to obtain the corresponding predicted BOLD responses
(Fig. 5b). The predicted negative BOLD response captured the essential
changes in the measured NBR (Fig. 5b). To test whether the NBR could
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Figure 7 Trial-by-trial estimation of the time course of the negative BOLD response based on decreases in LFP, MUA and spiking activity. (a) Distributions of

the correlation coefficients obtained by comparing the trial-by-trial time course of the measured PBR to that of the PBR predicted separately by the increase in

LFP (red), MUA (pink) and spiking activity (gray). The arrows depict the means of the distributions. The data are pooled from the five data sets with the largest

DiNA. (b) Distributions of the correlation coefficients obtained by comparing the time course of the measured NBR to that of the NBR predicted separately by

the decrease in LFP (blue), MUA (cyan) and spiking activity (gray). The data are from trials with the stimulus that did not overlap the receptive field and are

pooled from the same five data sets. (c) Mean ± s.e.m. of the correlation values presented in a for the PBR (red) and in b for the NBR (blue).

Figure 6 Neuronal and BOLD response to

stimulation of part of the visual field: LFP and

MUA. (a–d) Time course (mean ± s.e.m.) of (a) the

LFP response and (c) the MUA response to stimuli

that overlapped (red) or did not overlap (blue) the

receptive field. The data in a and c were averaged

over all trials and sessions. (b) Amplitude of the

BOLD response as a function of the amplitude
of the LFP response to the nonoverlapping

stimulus. (d) Amplitude of the BOLD response as

a function of amplitude of the MUA response to

the nonoverlapping stimulus. In b and d, each

data point represents the mean amplitude over

one data set. The amplitude of responses were

computed by averaging the time courses over the

12 s starting with the onset of the stimulus (for

the neuronal response) and over the 12 s starting

2 s after the onset of the stimulus (for the BOLD

response; see Methods). The blue square and bars

depict the mean ± s.d. over all data sets.
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be predicted equally well by a model that assumed a purely vascular
origin, we tested whether the time course of the NBR inversely
mirrored that of the PBR from adjacent regions (Fig. 5c, Supplemen-
tary Fig. 4 online). The predicted NBR based on the PBR from adjacent
regions did not capture the changes in the measured NBR with the
same fidelity as the predicted NBR based on the DiNA did. Similar
results were obtained from two other monkeys (Fig. 5d–f and Fig. 5g–i,
respectively). The time courses of the predicted NBRs based on the
DiNA were highly correlated with—and accounted for most of
the variance in—the corresponding measured time courses of NBR
(r2 ¼ 0.79, 0.77 and 0.76; p E 0, 0 and 0; for Fig. 5b,e and h,
respectively; linear regression). The mean determination coefficient
averaged over all data sets that demonstrated DiNA was r2 ¼ 0.74 ± 0.06
for the PBR and r2 ¼ 0.62 ± 0.08 for the NBR (mean ± s.e.m.; Fig. 5k).
The determination coefficient obtained for the NBR predicted by the
vascular origin model averaged over the same data sets was r2 ¼ 0.38 ±
0.07 (Fig. 5k), smaller than that obtained from the DiNA (P o 0.02,
two-tailed pairwise t-test). We thus concluded that the time course of
the NBR could be predicted from the local DiNA better than from the
PBR in adjacent regions.

Association of NBR with decreases in LFP and MU activity

To investigate the coupling of the NBR to different bands of the
neuronal signal, we examined the relationship of the NBR to changes
in local field potentials (LFP) and multiunit activity (MUA; Fig. 6). The
mean time courses (averaged over all trials and data sets) of the LFP and
MUA responses (Fig. 6a,c) associated with the negative BOLD
responses were similar to the corresponding time courses of the action
potential and global neuronal responses (Fig. 2). The NBR was
associated with decreases from baseline in both LFP (LFP response
averaged over data sets: –5.81 ± 5.49%, mean ± s.d., P o 0.005, two-
tailed t-test; Fig. 6b) and MUA (4.90 ± 5.51%, Po 0.005; Fig. 6d). The

relative decreases in action potentials (Fig. 2d) were larger than
the corresponding decreases in LFP and MUA (P o 0.02 and
P o 0.01, n ¼ 15, two-tailed paired t-test). The decreases in LFP
were small relative to the increases in LFP associated with the PBR, but
were comparable to the decreases in MUA associated with the NBR. To
test whether the NBR was differentially coupled to these decreases in
LFP, MUA and spiking activity, we compared the trial-by-trial time
course of BOLD response predicted by these types of neuronal activity
to the measured time course of BOLD response. We obtained the
distribution of correlation coefficients (Fig. 7) by comparing the trial-
by-trial measured BOLD time course to the BOLD time course
predicted by convolving the time course of LFP, MUA and spikes
with the estimated IRF (Fig. 5j). The data were pooled from the five
data sets with the largest DiNA. As expected7, the time course of the
PBR was correlated with that of the increases in LFP, MUA and spiking
activity (Fig. 7a,c; rLFP ¼ 0.742 ± 0.009; rMUA ¼ 0.622 ± 0.017;
rSPK ¼ 0.571 ± 0.020; mean ± s.e.m.; n ¼ 235 trials). Similarly, the
time course of the NBR was correlated with that of the decreases in
these three types of neuronal activity (Fig. 7b,c; rLFP ¼ 0.417 ± 0.011;
rMUA ¼ 0.423 ± 0.010; rSPK ¼ 0.401 ± 0.010; n ¼ 762 trials). The LFP
response gave a better estimate of the PBR than the MUA or the action
potential response did (mean rLFP 4 mean rMUA, P o 9.0 � 10�10;
mean rLFP 4 mean rSPK, P o 6.5 � 10�14; two tailed t-tests),
supporting previous reports of a closer coupling of PBR to LFP
(ref. 7). The estimate of NBR based on LFP was not significantly
different than the corresponding estimates based on MUA and action
potentials (P ¼ 0.67 and P ¼ 0.30, respectively; two tailed t-test). We
concluded that the decreases in LFP, MUA and action potentials were
roughly equivalent in their ability to predict the NBR.

Distances in V1

To determine whether the DiNA could be mediated by circuitry within
area V1, we measured the distance along the cortical sheet between the
site where DiNA were observed (that is, the position of the electrode)
and the closest positively responding region (that is, closest PBR) in V1
(Supplementary Fig. 4 online). The distance averaged over the data
sets in which DiNA in spiking activity were observed was 7.15 ± 3.14
mm (mean ± s.d., Fig. 8). This mean distance and the even longer
distances observed in specific sessions were longer than the horizontal
connections in V1, which are 3–4 mm long (refs. 29,30). Thus, the
horizontal connections cannot be the exclusive neuronal substrate
mediating the decreases in neuronal activity that we observed
(Supplementary Discussion online).

DISCUSSION

We have demonstrated that the occurrence of NBR in monkey striate
cortex is associated with DiNA relative to spontaneous activity (Fig. 2).
The variance in the time course of the NBR could be better accounted
for by the local DiNA than by a model that assumed a purely vascular
origin (Fig. 5). The BOLD signal is inversely proportional to the local
content of deoxyhemoglobin (deoxy-Hb). Thus, in the NBR regions,
the content of deoxy-Hb must have increased. A simple mechanism
that could account for the increase in deoxy-Hb is a decrease in CBF
that is larger in amplitude than the corresponding decreases in oxygen
consumption. Indeed, such negative CBF responses have been reported
in humans16 and monkeys31 using stimulation protocols similar to the
one applied here. The measured decreases in CBF were found to
be larger than the corresponding computed decreases in oxygen
consumption16. The neurovascular mechanism underlying decreases
in CBF could involve the constriction of arterioles regulated locally32,33.
We conclude that, qualitatively, the amplitude relationship between
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Figure 8 Distance between the closest positively responding region and the

site where decreases in neuronal activity were detected. Neuronal response to

the nonoverlapping stimulus is plotted as a function of the cortical distance

from the electrode to the closest positively responding (PBR) region in V1.

Each data point represents the mean amplitude of the action potential

response to the nonoverlapping stimulus from one data set. The blue square

and bars depict the mean ± s.d. over all experiments in which decreases

in neuronal activity were detected (blue dots). The cortical distance was

measured between the site where decreases in neuronal activity were

encountered and the closest PBR parallel to the gray matter within the

oblique/horizontal slice. Note that isoeccentricity rings retinotopically map to

V1 as strips that run along the dorsoventral axis47, approximately orthogonal

to the curve along which the measurement was performed.

574 VOLUME 9 [ NUMBER 4 [ APRIL 2006 NATURE NEUROSCIENCE

ART ICLES
©

20
06

 N
at

ur
e 

P
ub

lis
hi

ng
 G

ro
up

  
ht

tp
://

w
w

w
.n

at
ur

e.
co

m
/n

at
ur

en
eu

ro
sc

ie
nc

e



changes in neuronal activity, oxygen consumption, CBF and BOLD are
symmetrical around the baseline.

Our data show, however, quantitative differences between the
amplitudes of NBR and PBR relative to the corresponding changes in
neuronal activity. The mean ratio of the NBR to DiNA was 1.63 times
the corresponding ratio of PBR to increases in neuronal activity
(Supplementary Fig. 5 online; P o 3.5 � 10�4, two-tailed t-test). To
a degree, the difference in ratios can be accounted for by the nonlinear
relationship between the BOLD signal and CBF, and by the BOLD
ceiling (saturation) effect34–35. The PBR and positive CBF response to
the stimulus we used were larger than the corresponding NBR and
negative CBF response. Thus, the positive response covers larger
changes in CBF than the negative response, traversing more overall
curvature in the relationship of BOLD to CBF (ref. 35). The expected
result is a smaller amplitude of BOLD in the positive domain than in
the negative domain for the same change in neuronal activity and CBF.
Thus, a conservative estimate that assumes linearity suggests that more
than 60% of the NBR can be accounted for by the DiNA.

Another factor contributing to the difference in ratios of NBR and
PBR to decreases and increases in neuronal activity could be a
component of NBR that is independent of the local changes in neuronal
activity. Such a purely vascular component may explain the results of
two of our experiments, in which low-amplitude NBRs were associated
with low-amplitude increases rather than DiNA (Fig. 2 and Supple-
mentary Fig. 2). The notion of vascular contribution is also supported
by the low amplitude, negative hemodynamic response measured
optically in the rat, which do not correspond to any observable changes
in neuronal activity22. The mechanism underlying vascular contribu-
tions may involve passively caused decreases in arterial CBF to the
nonstimulated regions, stemming from a spatial redistribution of CBF
caused by decrease in the resistance of dilated arterial vessels that supply
the stimulated regions (ref. 16 and D.A. Boas, A. Devor, S.R. Jones, A.K.
Dunn & A.M. Dale. Soc. Neurosci. Abstr. 454.2, 2005). Vascular
contributions could be caused, in addition, by increases in deoxy-Hb
in the venous compartment within the nonstimulated regions, elicited
by venous back pressure; this back pressure could be induced by the
downstream increase in venous blood pressure following the drainage
of blood from the adjacent PBR regions and the resistance and limited
compliance of the venous compartments35 (D.A. Boas et al., Soc.
Neurosci. Abstr. 454.2, 2005).

No cardinal impulse response function can be estimated for the
neurovascular system7, and the relationship between the positive
hemodynamic response and increases in neuronal activity cannot be
automatically generalized for every condition or across brain
regions7,36. Similarly, we suggest that the neuronal mechanisms under-
lying the NBR demonstrated here cannot be automatically generalized
either. In particular, NBR and the increase in deoxy-Hb content could
also be the result of increases in neuronal activity and oxygen
consumption, accompanied by smaller increases or no increases at all
in CBF (refs. 16,36). These mechanisms behind decreases in BOLD
below baseline are likely to underlie the initial negative response
(‘initial dip’) in stimulated regions37–39. They cannot, however, account
for the NBRs demonstrated here, which were associated with decreases
in neuronal activity. Moreover, the association of NBR with decreases
in oxygen consumption, which has been shown in human visual
cortex16 using a protocol similar to that used here, has been confirmed
and generalized to other protocols in the motor cortex28 and visual
cortex40. We do not necessarily expect NBR and/or DiNA in response to
every task or in all brain areas. However, based on our findings in V1,
together with the similarities in neurovascular regulation41 and the
structure of the vascular system42 across the cerebral cortex, we do

expect DiNA relative to baseline to be followed by NBR regardless of the
experimental protocol or cortical region.

In the general case of encountering NBR with no available measure-
ments of neuronal activity, the interpretation of NBR as reflecting
decreases in neuronal activity could be inferred based on the following.
NBR primarily in gray matter is likely to reflect DiNA, especially in
primate cortex where no vascular shunts are known to exist42. In
contrast, NBR primarily in large veins may reflect venous back pressure
(D.A. Boas et al., Soc. Neurosci. Abstr. 454.2, 2005). NBR with
amplitude comparable to adjacent PBR or spatially isolated from
PBR (ref. 26) could be interpreted as DiNA (ref. 25), as no PBR exists
that could cause either passive decrease in CBF or back pressure.
Low-amplitude NBR adjacent to PBR of substantially higher amplitude
could reflect a vascular phenomenon as well as decreases in
neuronal activity.

It is well established that different frequency ranges of the compre-
hensive broadband signal reflect different neural events at different
neuronal sites17,43. Specifically, the LFP and MUA are good measures of
input and local processing within a cortical area, and its spiking output,
respectively. An examination of the spectrograms corresponding to the
neuronal data presented here confirmed the findings previously
reported for the PBR (ref. 7). Specifically, the LFP responses triggered
by the overlapping stimuli had larger amplitudes than the correspond-
ing increases in MUA and spiking activity (Figs. 2 and 6) and were
better predictors of the PBR than were the MUA and action potential
responses7,13 (Fig. 7). The changes in spiking and field potentials
during NBR were different from those observed for PBR. The decreases
in action potentials in response to the nonoverlapping stimuli were
larger than the corresponding decreases in LFP. In addition, the
predictability of the NBR on the basis of LFP, MUA and action
potentials was more balanced. Small differences in the predictability
of the NBR based on the LFP and MUA might have been missed by our
measurements, owing to the considerably smaller fractional changes of
both NBR and DiNA as compared to those of the corresponding
positive responses, and the reduced signal-to-noise ratio of the LFPs
resulting from the transfer function of our acquisition system7. The
NBR we demonstrated reflects changes in neuronal activity elicited by
neuronal interactions rather than by direct sensory stimulation. The
differences in the relationship of LFP and spiking activity to the PBR
and NBR may reflect differences in the balance of excitation and
inhibition between regions that receive direct stimulation and adjacent
regions in which changes in activity are induced by neuromodulation
originating in the stimulated regions. Alternatively, the differences we
observed between the negative and positive responses in amplitude
ratios and predictability could be accounted for by a possible satura-
tion-type nonlinear relationship between the LFP input and the action
potential output. A linear relationship between action potentials and
LFP near the baseline and the saturation of the spiking activity in
response to large input amplitudes are consistent with our observa-
tions, even for the case that the fMRI response depends on the LFP
alone throughout their dynamic ranges.

A BOLD poststimulus overshoot followed the NBR and was
approximately in phase with the poststimulus undershoot that fol-
lowed the PBR. It has been suggested that the latter is caused by elevated
cerebral blood volume and/or hematocrit that return(s) to baseline
more slowly than CBF (refs. 44,45) or by a continued elevation of
oxygen metabolism following the cessation of stimulus46. The post-
stimulus undershoot (Fig. 1d) is associated, however, with decreases in
neuronal activity7 (see also Figs. 2 and 6). Whereas these data do not
rule out underlying mechanisms of increased cerebral blood volume
and/or prolonged increases in oxygen consumption, they do indicate
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that the poststimulus undershoot could be caused in part by decreases
in CBF triggered by the poststimulus decreases in neuronal activity.

Similarly, although with inverse sign, the poststimulus BOLD over-
shoot that follows the NBR in the nonstimulated regions (Fig. 1d) is
associated with increases in neuronal activity in the LFP, MUA and
action potential domains (Figs. 2 and 6). The convolution of the
neuronal response with the hemodynamic impulse response tracked
this poststimulus overshoot with good fidelity (Fig. 5), suggesting that
the latter could be caused in part by increases in CBF triggered by the
poststimulus increases in neuronal activity. The fact that the changes in
neuronal signal match the BOLD poststimulus overshoot with good
fidelity, starting slightly below baseline, is yet more evidence for the
correspondence of NBR to DiNA.

In conclusion, we have demonstrated a negative BOLD response
associated with DiNA relative to spontaneous activity beyond the
stimulated regions of monkey V1. The correlation between the NBR
and the DiNA and the ability to predict the time course of one response
based on that of the other provide evidence of a link between the two
phenomena. Although the tight coupling we have demonstrated does
not prove causation, it indicates that a substantial component of the
NBR originates in the decreased neuronal activity that triggers a local
reduction in cerebral blood flow.

METHODS
The procedures used for surgery, anesthesia and simultaneous fMRI and

electrical recordings have been described in detail elsewhere7,17,47. These

procedures are outlined briefly below, whereas new methodological aspects

are described in detail. See also Supplementary Methods online.

Animals. We obtained 15 data sets from 7 healthy, anesthetized monkeys

(macaca mulatta, 6–9 kg) in 12 sessions. The study was approved by the

local authorities (Regierungspraesidium) and were in full compliance with

the guidelines of the European Community for the care and use of

laboratory animals.

Alignment of the stimuli presented to the two eyes. The aggregate minimum

response field of the neurons in the vicinity of the electrode was mapped using

the monocular presentation of a bar and a round patch of flickering radial

checkers. This procedure was carried out before and once every hour during

data acquisition. Whenever the difference in the centers of the monocular

receptive fields exceeded 11, we shifted the stimulus presented to the right eye to

achieve complete registration.

Visual stimulation. Ring stimuli centered on the center of the visual field and

composed of high-contrast radial checkers rotating at 601 per s were presented

to the monkeys. The stimulated eccentricities (in the range of 1.51–151) were

adjusted such that one stimulus overlapped the receptive field whereas the

other did not. The eccentricities spanned by each of the rings were determined

according to the retinotopic map47 such that the expected width of the

activated cortical strip in V1 was in the range of 10–15 mm. The background

was a uniform gray field with luminance equal to the mean luminance of the

checkers. The same luminance was used in the blank gray image presented

during the control periods.

Each scan started with a 40-s control period followed by eight epochs of

20 s stimulus-on and 25 s stimulus-off. The nonoverlapping stimulus was

presented in three times as many epochs as the overlapping stimulus. The

order in which the two stimuli were presented was systematically varied, such

that all possible combinations fulfilling the above-mentioned 3:1 ratio were

sampled equally.

fMRI data analysis and selection of voxels. Voxel-wise cross-correlation

analysis48 was applied, using templates of the stimulation protocol convolved

with a model of the hemodynamic response49. A threshold was applied to the

cross-correlation images, followed by a minimal spatial cluster operator of at

least four significantly responding voxels. The clustering was measured in two

dimensions, with any of the eight immediate neighbors of a pixel defined as

contiguous. The minimal cluster operator was applied separately for the NBR

and the PBR. Voxel-wise cross-correlation p-values were corrected for multiple

comparisons according to the cluster size threshold50. The fMRI signal was

sampled and averaged over the voxels within the ROI around the electrode

(mean volume across sessions: 7.0 � 2.3 � 6.0 ± 3.1 mm3). The sampling and

averaging was limited to voxels in which the response (either to direct

stimulation of the region of the electrode or to stimulation away from that

region) passed the cross-correlation threshold and clustering operator. The

amplitude of the fMRI response was computed by averaging the response over

the 12 s starting 2 s after the onset of the stimulus. The starting point of the

averaging (2 s) was selected to take into account the delay in the onset of the

hemodynamic response. The length of time over which we averaged (12 s) was

chosen to fit the period before both the NBR and the decreases in neural

activity adapted to an amplitude smaller than the peak amplitude. These two

parameters were determined based on the time course averaged over all data

sets and were kept fixed for the analysis of all data sets.

Electrophysiological data analysis. Neuronal activity was measured by digitiz-

ing the broadband electrophysiological signal. Offline elimination of residual

gradient interference7 was applied. Two types of signals were extracted from the

broadband de-noised neuronal signal. First, to obtain the comprehensive

neuronal signal, we applied Fourier decomposition separately to nonoverlap-

ping 1-s portions of the broadband de-noised electrophysiological signal. (Note

that 1 s was also the acquisition time of one MR volume.) The resulting

spectrogram showed power as a function of frequency and time in successive

1 s epochs. The global neuronal activity was estimated by averaging the

fractional change in power over the whole range of frequencies (4–3,000

Hz). The LFP and MUA were estimated by averaging the fractional change in

power over the ranges of 30–130 Hz and 300–2,500 Hz, respectively. Second, by

matching a template of action potential to the de-noised signal, we identified

spikes that were estimated to originate from neurons in the close vicinity (that

is, within approximately 50 mm) of the electrode. The amplitude of the

neuronal response was computed by averaging the time course over the 12 s

starting with the onset of the stimulus.

Trial-by-trial BOLD/neuronal correlation analysis. We first computed the

trial-by-trial fluctuations in the BOLD response in one session around the

mean BOLD response. To this end, we used linear regression: the mean second-

to-second time course of the BOLD response was the explanatory variable, and

the second-to-second time course within each trial was the dependent variable.

The trial-by-trial computed slopes of the regression were used as the amplitude

of the BOLD response. A similar analysis was applied to compute the trial-by-

trial amplitudes of the comprehensive neuronal response (Fig. 4). The time

course over the entire period of the trial was considered (5 s baseline, 20 s

stimulation, 20 s poststimulation, for a total of 45 s), both in the positive and

negative domains (Fig. 4). This analysis was repeated while considering only

the periods of prestimulus baseline and stimulation (that is, excluding post-

stimulation data; Supplementary Fig. 3 online). The starting point of the

considered time course of the BOLD response was delayed by 2 s compared to

the starting point of the neuronal response, in order to take into account the

delay of the hemodynamic response. To remove slow changes in BOLD and

neuronal response over the course of any particular session, each of the vectors

of trial-by-trial amplitudes was high-pass filtered (the convolution of the vector

with a Gaussian (s.d. ¼ 10 trials) was subtracted from the vector). The vectors

of trial-by-trial amplitudes of BOLD and neuronal responses were then used for

the correlation analysis (Fig. 4).

Trial-by-trial prediction of BOLD response based on LFP, MUA and action

potentials. To compute the trial-by-trial predicted positive or negative BOLD

response (Fig. 7), the corresponding LFP, MUA or action potential response

was convolved with the impulse response (Fig. 5j). The trial-by-trial correlation

coefficient between the second-to-second predicted time course of BOLD

response and the second-to-second measured time course of BOLD response

(Fig. 7) was then computed. The time course over the entire period of the trial

was considered, both in the positive and negative domains.

Note: Supplementary information is available on the Nature Neuroscience website.
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