Philips SmartSpeed.
No compromise.
Image quality and speed at your fingertips.

The need for speed and robustness

As the clinical utility of MR has increased, so has the pressure to efficiently scan more patients than ever. A reduction of scan time and examination time addresses to a large extent this need. Also from a patient, technologist, and radiologist perspective there is a big impact when scan and examination times are shortened. Solving this challenge while preserving diagnostic confidence for every patient has been a key focus for Philips in the last decades. This path is continued with the introduction of Philips SmartSpeed. Its acceleration technology is applied not only to regular scanning, but covers a wide range of scans including diffusion weighted imaging, imaging near metallic implants and applications where motion often is hampering image quality. Hence, Philips SmartSpeed is designed to address the needs of every patient.
Philips SmartSpeed: the next generation in acceleration

Philips SmartSpeed builds upon Philips’ track record in acceleration techniques. It leverages the strengths introduced with SENSE (coil sensitivity and background information) and Compressed SENSE (sparsity constraint) explained in figure 1. It brings them to the next level by expanding the proven Compressed SENSE technology, broadening its scope to previously untouched imaging protocols, and enhancing it with AI that is applied early on in the reconstruction process.

With the introduction of Philips SmartSpeed non-Cartesian sampling strategies can be combined with a reconstruction that takes sparsity constraining into account. Furthermore, for 2D and 3D Cartesian acquisitions deep learning is integrated in the iterative reconstruction, namely during the coil element combination step.

The Philips SmartSpeed engine has a modular framework with two key ingredients to accelerate:

- Acquisition of less data using dedicated data sampling patterns
- Smart reconstruction technology that allows the image quality from such a limited amount of data to be regained.

Using this technology, Philips SmartSpeed brings the following capabilities:

- **Philips SmartSpeed** integrates deep learning technology early on in the reconstruction pipeline for most of the commonly used sequences in all application domains
- **Philips SmartSpeed MotionFree** provides MultiVane multi-slice scanning for all contrasts across multiple anatomies
- **Philips SmartSpeed 3D FreeBreathing** applies to free-breathing 3DT1w scans
- **Philips SmartSpeed Diffusion** implements sparsity constraining in diffusion-weighted imaging
- **Philips SmartSpeed Implant** enables imaging around metallic implants.

Figure 1

![Diagram of Philips SmartSpeed engine](image)

The modular Philips SmartSpeed framework is explained here graphically, as well as mathematically. The final image \( p \) (dark blue) is constructed based on the measured k-space information per coil element \( m_{d,i} \) (using the selected sampling pattern, green). Prior information from the SENSE reference scan, such as the coil sensitivity profiles of the receiver elements \( S \) (green) and a low-resolution background information \( R \) (orange), is used in combination with data consistency weights \( W \) measuring data reliability.
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The final piece of the solution is the application of the sparsity constraint which can either be wavelet based (Compressed SENSE) or Deep Learning based (AI).

For SENSE an analytical solution can be reached by fixing the regularization term \( \lambda_1 \) (optimized per scan) as the sparsity constraint is not applied. For both Compressed SENSE and Philips SmartSpeed AI the sparsity constraint is balanced with a second regularization term \( \lambda_2 \) that is automatically optimized during the iterative reconstruction.
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Deep learning can be applied at multiple locations within the MR imaging chain ranging from calculating the sampling strategy and reconstructing the raw data, to post-processing of the images, see figure 2. The effectiveness of the deep learning algorithms depends on the goal and the location it is applied to:

1 Deep learning during post-processing:
   AI applied at the end of the chain on the DICOM data has the advantage that it can be implemented as an additional post-processing step to any system having access to the images. However, information removed in the earlier steps of the reconstruction, e.g. phase information, is lost and can no longer be used.

2 Deep learning during image generation:
   AI algorithms that are applied to the complex imaging data do use the phase information, and allow iteration between the AI processed imaging data and the k-space data that is generated by the inverse Fourier transform of the coil element combined image. However, the raw k-space data of the individual coil elements is not available and can no longer be used in the optimization problem for e.g. data consistency checking in the iterative reconstruction.

3 Deep learning during the channel combination:
   In Philips SmartSpeed, deep learning is applied during the coil element combination part of the reconstruction chain. This ensures the highest data consistency and signal fidelity. Deep learning used in Philips SmartSpeed is integrated into a proven acceleration framework of optimized sampling paradigms, multi-coil element input, and an iterative reconstruction with sparsity constraining. In its most basic view, the sparsity constraining step of the iterative reconstruction in Philips SmartSpeed is deep learning based. The applied convolutional neural network is trained for all contrasts and a wide range of acceleration factors. With the integration of the AI technology in the coil element combination step of the reconstruction, Philips SmartSpeed differs from the current industry norm, where deep learning technology is applied on complex imaging data or as a post-processing step.

Adaptive-CS-Net deep learning technology applied at the beginning of the recon chain

Figure 2
Adaptive-CS-Network topology

The Adaptive-CS-Net approach was first explored for the fastMRI knee challenge organized by New York Langone Health and Facebook AI Research. This network was scored best by a panel of seven independent readers in this challenge. It is a convolutional neural network that integrates and enhances the Compressed SENSE reconstruction by deploying a multi-scale network with integration of a data consistency term per coil element. This term is a key component to enforce that the reconstruction remains true to the acquired measurements. Furthermore, the network integrates priors like phase constraining and background information. Compared to the network implementation of the fastMRI challenge, which was focused on knee, the training is expanded to cover all application domains and contrasts for Cartesian 2D and 3D scans.

A diagram of the Adaptive-CS-Net is provided in Figure 3. The network is fed by raw k-space data, coil sensitivity data and coarse background information. All is rolled out over a set of connected, unique network blocks all consisting of a learned, multi-scale sparsifying transform on the residual. Data-consistency checking with the incoming raw k-space data is performed for each individual block. This was also done by all finalists of the challenge, demonstrating the importance of leveraging the data early in the reconstruction chain compared to techniques that rely solely on the reconstructed images or complex imaging data.

Figure 3