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Microscopic susceptibility variations invariably increase apparent transverse relaxation rates. In this paper, we present comparisons between Monte Carlo simulations and experiments with polystyrene microspheres to demonstrate that this enhanced relaxation can be explained quantitatively for both spin echo and gradient echo imaging experiments. The spheres used (1 to 30 μm), and degree of susceptibility variation (caused by 0–12 mM Dy-DTPA) covered a wide range of biologically relevant compartment sizes and contrast agent concentrations. These results show that several regimes of behavior exist, and that contrast dependence is quite different in these regimes. For a given susceptibility, Δγ, a small range of particle sizes shows peak transverse relaxation. For the range of susceptibilities found in the first pass of a clinical IV contrast agent bolus, this size range is 5 to 10 μm, or roughly capillary sized compartments. In both our simulations and experiments, smaller spheres showed quadratic relaxation versus concentration curves, and larger particles showed sublinear behavior. For particles corresponding to the peak relaxivity, the relaxation-concentration curves were linear. In addition, we demonstrated that increasing the diffusion coefficient can increase, decrease, or, paradoxically, leave unaffected the apparent relaxation rate. The regime for which the diffusion coefficient is relatively unimportant corresponds to the region of peak relaxivity. By using the Bloch-Torrey equation to produce scaling rules, the specific Monte Carlo simulations were extended to more general cases. We use these scaling rules to demonstrate why we often find that susceptibility-induced relaxation rates vary approximately linearly with concentration of injected agent.
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INTRODUCTION

This paper summarizes our recent efforts to understand and quantify susceptibility-based NMR image contrast, and apply these results to dynamic imaging with and without contrast agents in order to quantify tissue hemodynamics, especially in the brain. These techniques, using contrast agents, have been used to measure a variety of physiological phenomena, including hypercapnia in animals (1, 2), cerebral hemodynamics in the pathologic brain (3–5), and functional activation in humans (6). At lower susceptibility, these effects are also thought to be critically important in functional activation studies in the absence of contrast agents (7–12). In this paper, we will present results from simulations and experiments that demonstrate that, at least in vitro, we can fully explain these phenomena under conditions that resemble those in vivo.

The use of injectable tracers has a long history in medicine (13–17). More recently, with the advent of the tomographic modalities, these principles of tracer kinetics have been extended to positron emission tomography (PET) (18, 19) and contrast-enhanced cine CT (20–22). PET, in particular, can be made sensitive to a wide range of physiological processes, and measurements of blood flow (labeled water), blood volume (labeled hemoglobin), metabolism (FDG), etc., are beginning to become more common in clinical practice (23).

Following a contrast agent injection, tracer kinetic analysis of contrast concentration-time data can yield both flow and volume information (e.g., (24)). To measure cerebral blood volume (CBV) or cerebral blood flow (CBF) by MR, changes in signal intensity versus time first must be converted into contrast agent/tissue concentration-time curves. It is both a potential strength, as well as possible limitation, that the analogy between MR and other imaging modalities is not exact. One strength of NMR is the rich interaction of physical, chemical, and biological mechanisms that combine to produce image contrast. This paper seeks to demonstrate that while the end results of this interaction may appear complex, the complexity is both explainable and, potentially, quite useful.

The effect of spin diffusion in a uniform gradient was described in depth in Hahn's original spin echo paper (25). Torrey (26) generalized the average signal loss in a more analytically tractable method by adding a diffusion term to the Bloch equations. Other generalizations, to restricted diffusion (27) and, by analogy, diffusion in a periodic potential (28) were also presented in the pre-MRI literature. However, recent work in the MRI literature (29–32) has included several methodologies whose results, ultimately, are contradictory. For example, Gillis and Koenig (29) predicts decreased T2 contrast with increasing proton diffusion, while Bendel (30) predicts the opposite. Even the fundamentals of the mechanisms seem unresolved. For example, one mechanism outlined
by Bauer and Schulten (32) requires capillary water permeability while a second does not. By contrast, numerical solutions (33–35) have been consistent, though to date have not been extensively verified, and are intrinsically difficult to generalize.

Our primary interest is explaining the effects of magnetically compartmentalized contrast agent. This includes both magnetic particulates as well as lanthanide chelates and deoxygenated red cells compartmentalized in the vasculature. Because a physical phantom simulating the tangled microvasculature that is faithful to the dimensions of the capillary bed is difficult to achieve, we have, in this paper, approached the “verification” of theory and experiment directly in a related case. In particular, we have performed Monte Carlo simulations for spherically shaped perturbers and demonstrated that these results are correct in physical phantoms. Although these results may not identically transfer to cylindrical capillaries filled with red blood cells, many of the results and the methods are quite general.

In this paper, we combine numerical solutions with analytic scaling rules in order to demonstrate that (1) these Monte Carlo models accurately predict measured signal loss in imaging experiments; (2) while signal loss is very compartment size dependent, effective relaxivity is approximately linear with agent concentration for capillary sized compartments; and (3) transverse relaxation enhancement for magnetic contrast agents can be very different in vivo than in vitro, and can be expected to vary based on the biodistribution of the agents.

The paper has two main parts. In the first, we compare random walk simulations to experiment for polystyrene microspheres in aqueous solution. Because the Monte Carlo simulations are simply a calculational engine, it is difficult to generalize the specific solutions to produce a clearer understanding of the susceptibility problem. In the second part of the paper, we therefore return to the Bloch-Torrey description of diffusion—which for which it is difficult to obtain the specific solutions—and generate some simple equations in order to interpret our Monte Carlo results more broadly.

METHODS

Monte Carlo Calculations

General Methodology. Monte Carlo simulations of proton random walks have been used by several groups to estimate transverse relaxation enhancement caused by diffusion through inhomogeneous magnetic fields (33–35). In general, we compute a signal, $S$, based on the expectation of proton phases:

$$ S = \langle e^{i\phi} \rangle $$

where the expectation value is over both initial position of the protons and, for each initial position, the possible paths through the medium. While this expectation can be thought of in two pieces:

$$ S(t) = \frac{1}{V} \int dx \int d\Phi \rho(\Phi, t; x) e^{i\phi} $$

where $\rho(\Phi, t; x)$ is the probability density function for a proton starting at position $x$ to acquire phase $\phi$ by time $t$.

The Monte Carlo methods used here combine the two integrals into a single step by accumulating the phase of $N$ randomly distributed protons:

$$ S(t) = \frac{1}{N} \sum_{n=1}^{N} e^{i\phi_n(t)} $$

where $\phi_n(t)$ is the phase of the $n$-th proton at time $t$.

Monte Carlo estimation is actually used twice: once explicitly to perform the expectation over starting locations; and once implicitly as the stochastic walk of the protons produces phases that must be distributed like $p(\Phi; x)$.

In the spherical simulations described below, the steps to produce a Monte Carlo estimate of the change in “imaging” relaxation rate, $\Delta R_2$ (defined below) were:

1. Distribute the impenetrable spherical perturbers randomly throughout the prescribed region and place a proton at the center of this universe.

2. For every time step $\Delta t$, simulate the stochastic diffusion of the proton by choosing a random displacement (with mean 0 and standard deviation $\sqrt{2D\Delta t}$, where $D$ is the diffusion coefficient) in the x, y, and z directions.

3. Evaluate the magnetic field at the proton’s new location by summing the fields of each of the perturbers, and

4. Evaluate the accumulated phase by trapezoidal integration: $\Delta \Phi = \int_{t_{n-1}}^{t_n} B(x(t)) \Delta t$. For spin echo imaging, the phase was inverted at $t = T\tau/2$.

Steps 2–4 were repeated, and the phase of each proton recorded, at 5-ms intervals. Steps 1–4 were repeated for $N$ protons, typically 20,000, as discussed below.

5. Finally, the estimate for the signal produced was calculated from the phases of the individual protons by Eq. [2] above, and all the steps, including redistributing all the perturbing particles, were repeated 10 times. In this way, an estimate for the repeatability could be determined.

We used several techniques to reduce the total time for each simulation. First, we estimated spin echo (not CPMG) and gradient echo amplitudes every 10 ms from a single time series by storing the phase evolved in each 5-ms interval and combining the phases with signs appropriate for each TE. For example, if $\Phi$ represents the phase evolved in the first 5 ms, $\Phi_{10}$ the phase between 5 and 10 ms, etc., then the phase required for a spin echo at $TE = 20$ is $\Phi_{5} + \Phi_{10} - \Phi_{15} - \Phi_{20}$. At $TE = 30$ is $\Phi_{5} + \Phi_{10} + \Phi_{15} - \Phi_{20}$, while the phase for the $TE = 20$ gradient echo is $\Phi_{5} + \Phi_{10} + \Phi_{15} + \Phi_{20}$.

The second time saver was that we estimated the signal loss due to many different overall susceptibility differences, $\Delta \chi$, from the same random walks/perturber combination. This is because for the systems studied, the magnetic field perturbation was, to a high accuracy, linear in $\Delta \chi$, and thus changes in $\Delta \chi$ affect the phases $\Phi$ linearly. Because nearly all of the computational time was spent in evaluating the fields from each of the spheres at each of the proton’s locations during their trajectories, computing the signal loss for multiple sus-
ceptibility differences added negligible time to the total computation. (This step could add correlation between the different $\Delta \chi$'s, and could therefore bias estimates of the dependence of $\Delta R$ on concentration. However, we found no significant differences between results computed using this technique and those for which different random walks were used for the different $\Delta \chi$'s.)

The simulation was first tested using a linear gradient field perturbation, and comparing the resulting signal versus time curves to the standard result (36), $S = \exp(-tTY/TE/12)$. Intensities agreed to better than 1%. Simulations were performed on Sun Sparc workstations as well as a Silicon Graphics 4D/480/VGX.

Simulations with Impenetrable Spheres. For the case of a spherical particle, the magnetic field perturbation takes the form (37) (in cgs units):

$$\frac{\Delta B(r, \theta)}{B_0} = \frac{4\pi}{3} \Delta \chi \left( \frac{R}{r} \right)^3 \left( 3 \cos^2 \theta - 1 \right)$$  [3]

where $r$ and $\theta$ are the usual spherical coordinates, $R$ is the radius of the sphere, and $\Delta \chi$ is the magnitude of the susceptibility difference between the sphere and the surrounding medium.

These spheres were distributed uniformly in the simulation universe, described in step 1 above. Unlike previous simulations (e.g., (33)), we did not assume a periodic distribution of these spheres. The size of this universe depended on the diffusion coefficient, the maximum $TE$, and the size of the spheres. The half length of the universe was chosen to be $\sqrt[2]{D} + 20 R$. That is, the universe size was chosen to be roughly twice the RMS diffusion distance at the end of the simulated MR experiment plus a “buffer” region to minimize boundary effects at the edge of the protons' expected path. Because the magnetic field falls off like $R^{-3}$, we made this buffer region 20 sphere radii long. (At maximum $\Delta \chi$ we let the boundary vary from 5 to 30 sphere radii, and found no reproducible changes by letting this region be larger than 15. This choice may produce some inefficiency for smaller $\Delta \chi$, which might permit a smaller universe size due to smaller phase accumulation.)

We computed signal intensity versus echo time using Monte Carlo methods for sphere sizes matching experimental conditions, described below. Simulations used 20,000 protons, walking in $\Delta t = 200$ ps time steps during echo times of 10 to 100 ms (Hahn Echo). In early simulations, the time step for the proton diffusion, $\Delta t$, was chosen to be shorter, but subsequent simulations showed no difference, even for the smallest perturber size, at $\Delta t = 200$ ps. The diffusion coefficient was set to $1.3 \times 10^{-5}$ cm$^2$/s, which corresponded to the water diffusion coefficient for the experimental conditions, below.

The effective (monoeponential) $T_1$ or $T_2^*$ was estimated by computing the inverse of the slope of the resulting log(signal) versus $TE$ curve for each sphere size at each $\Delta \chi$. From our results, all but the largest spheres showed primarily monoeponential decay.

The difference between the volume susceptibility of the magnetic spheres and the background, $\Delta \chi$, was varied between 0 and $0.6 \times 10^{-8}$ cgs units, which is equivalent to the susceptibility variation relative to water caused by a solution of roughly 20 mM Gd-DTPA or the 12 mM Dy-DTPA used in the experiments below.

Experiments with Spheres

Preparation of Samples. Precision polystyrene microspheres (Bang Laboratory, Carmel, IN) of various diameters, ranging from 0.1 to 30 µm, size standard deviation <5%, were used. Samples were prepared as 2% volume fraction of aqueous solutions of polystyrene microspheres/0.05% Triton X-100 (a surfactant). As prepared, the particles remained in solution without noticeable precipitation during the image acquisition time.

We modified the susceptibility difference between the microspheres and the solvent by adding Dysprosium diethylene triaminepentaacetic acid (Dy-DTPA)$^{-}$, prepared by standard method. For impenetrable spheres, the magnetic field deviations are identical if we change either the susceptibility of the spheres or of the solvent. The concentration of Dy-DTPA was increased sequentially, ultimately bringing the concentration to 12 mM, in order to cover the range of susceptibilities found with Gd-DTPA during bolus-injections in typical blood volume measurement protocols. We used Dy-DTPA instead of Gd-DTPA because of its dramatically reduced dipole-dipole relaxivity, which would confound the effect under study. Solutions were placed in 5-cm long, 1.0-cm inner diameter cylindrical tubes which were imaged perpendicular to the main magnetic field.

To reduce the diffusion coefficient variations from their room temperature values (2.3–2.6 µm$^2$/ms) to a more physiological level (1.0–1.5 µm$^2$/ms), the samples were cooled to 4°C and placed in an insulated, styrofoam holder for imaging. Typically, six to eight samples (different radii spheres, one sample without spheres, all at identical Dy-DTPA concentration) were imaged simultaneously. The temperature was monitored during imaging with a copper-constantan thermocouple in a spare tube. The temperature of this sample typically rose about 1°C in the 2 min required to acquire the images.

Imaging Experiments. We performed both spin echo and gradient echo imaging on a GE 1.5 T scanner, modified for single-shot imaging by Advanced NMR Systems (Wilmington, MA). To quantify transverse relaxation, we acquired 16 images with increasing $TE$, starting with $TE = 26$, and increasing in steps of 30, 15, 10, or 5 ms depending on the $T_2$ of the mixture. The repetition time, $TR$, was 6 s; slice thickness was 5 mm. Single-shot instant images (128 × 64 matrix, 3.1 mm × 3.1 mm in-plane resolution) were acquired, and reconstructed with a 2D Hamming window to reduce ringing and increase SNR of the individual measurements.

For gradient echo imaging, to minimize the contributions due to external magnetic field inhomogeneity and the perturbations caused by each tube on its neighbors, we imaged the tubes several times, permuting the tubes within the styrofoam holder. Again, the $TE$ was varied in steps of 15, 10, or 5 ms depending on the $T_2^*$. Other imaging parameters were the same as for the spin echoes. After each image set, we added Dy-DTPA to the
samples, and re-cooled the samples to 4°C. After acquiring spin and gradient echo TE data sets at each Dy concentration ([Dy] = 3, 6, 9, and 12 mM), the samples were allowed to warm to room temperature. We acquired a TE data set, and measured the diffusion coefficient of the microsphere-free aqueous solution (38), every 4°C.

Analysis
As with the Monte Carlo simulations, the $T_2$ was measured by linear least-squares fitting of log signal intensity versus echo time for each microsphere/Dy-DTPA combination. In order to isolate the component of relaxation due to the susceptibility difference between the spheres and the solution, we subtracted both the relaxation due to the normal dipole-dipole mechanism (measured in distilled water), and that solely due to the surface effects on the spheres:

$$\Delta R_2 = \left[ R_{2,\text{not}} - R_{2,\text{sol}} \right] - \left[ H_{2,\text{sol}} - H_{2,\text{not}} \right]$$  

where $R_{2,\text{not}}$ is the measured $1/T_2$ for the solution of spheres of radius $r$ with concentration [Dy]. The $r = 0$ case represents no microspheres, i.e., pure solvent. Thus, the first term in Eq. [4] removes relaxation enhancement produced by the spheres alone (surface relaxation and inherent susceptibility difference between polystyrene and water); the second term removes the intrinsic dipole-dipole relaxivity caused by the Dy-DTPA.

For gradient echo images, we used this analysis for each tube permutation, replacing $R_2$ with $R_2^*$ in Eq. [4]. To minimize the effects due to the intrinsic shim of the magnet, and the effect of the tubes on each other, we chose the smallest $\Delta R_2^*$ observed for each tube.

For comparison with these spheres, we performed Monte Carlo simulations at each of the Dy-DTPA concentrations for each size microsphere. To duplicate the experimental conditions, we performed two simulations for each sphere, one with a $\Delta \chi$ for the polystyrene alone ($\Delta \chi = 1.0 \times 10^{-7}$), and one with a $\Delta \chi$ increased by the Dy-DTPA concentration ($\Delta \chi = 1.0 \times 10^{-7} + 4.8 \times 10^{-6}$[Dy]), where [Dy] is the concentration of Dy-DTPA in mM. We measured these susceptibility constants directly using an imaging technique (39). In analogy with Eq. [4], we subtracted the relaxivities measured with Dy-DTPA from those of the polystyrene alone.

RESULTS

Typical raw data extracted from the imaging experiments are shown in Fig. 1, in this case for [Dy] = 9.6 mM. We see that the contrast agent does cause some direct dipole-dipole relaxation ($r = 0$), and that maximum relaxation at this concentration is produced by 6.3-μm diameter spheres. Over the full range of Dy-DTPA concentration and sphere sizes, we found approximately monoexponential decay.

Comparison of Theory with Experiment: Spheres

Susceptibility Dependence. Figure 2 shows empirical spin echo $\Delta R_2$ (using Eq. [4]) versus Dy concentration, for three characteristic perturber diameters, 2, 6.3, and 15 μ, graphed with their Monte Carlo equivalents. For small particles, the susceptibility dependence is clearly super-linear, for large particles it appears sublinear, but for the 6.3 μ particles, $\Delta R_2$ varies approximately linearly. There are no adjustable parameters in the Monte Carlo simulations, and thus the agreement between theory and experiment is striking.

Size Dependence. Figure 3 summarizes the size dependence of spin echo $\Delta R_2$ for two concentrations, 3.2 and 9.6 mM. Both empirical measurements (solid) and Monte Carlo (open) results are shown. Agreement between

FIG. 1. Typical raw data from experiments at 4°C. Echo planar image intensity, $S$, is plotted against echo time, $TE$, for tubes containing 2% v/v microspheres, [Dy] = 6 mM. Each point represents a single Hahn echo image. Data show approximately linear dependence for log(S) versus TE for all size perturbers.

FIG. 2. Comparison of Monte Carlo calculations with experiment for 2 μ, 6.3 μ, and 15 μ diameter spheres in the range 0–12 mM Dy-DTPA, or $\Delta \chi = 0 - 0.6 \times 10^{-4}$, cgs, after removing the direct dipole-dipole and "un-doped" microsphere relaxation effects. The filled symbols are experimental data points, the open symbols are Monte Carlo data points.
FIG. 3. Summary of size dependence of susceptibility-induced relaxation for two values of $\Delta \chi$. For both concentrations, we find a relaxation peak between 5 and 10 $\mu$m. To the left of this peak, motional averaging reduces $\Delta R_2$; to the right of this peak, the size of the gradient decreases with increasing particle size. Increasing concentration (increasing $\Delta \chi$) shifts the curves up and to the left. By tripling the concentration, we approximately triple the peak relaxation, and shift the curve over by approximately $\sqrt{3}$ in radius. The filled symbols are experimental data points, the open symbols are Monte Carlo data points. The error bars for the Monte Carlo simulations are smaller than the plot symbols.

Figure 4 illustrates the size dependence for both spin and gradient echo from experiments and from simulation at the highest Dy-DTPA concentration. For the smallest perturbers, spin and gradient echo relaxivities are identical. Unlike $\Delta R_2$, however, $\Delta R_2^*$ does not fall off at larger perturber size, but remains flat in both experiment and simulation. Again, the agreement between theory and experiment is excellent.

Diffusion Coefficient Dependence. Figure 5 shows the measured diffusion coefficient, $D$, versus temperature, $T$, in the undoped, sphere-free tube. Over this range (2–20°C), $D$ is quite linear with temperature, satisfying $D = 1.15 + 0.048T$ (μm²/ms).

Figure 6 shows $\Delta R_2$ changes between the lowest (4°C) and highest (19°C) temperatures. From Fig. 6, we know these diffusion coefficients correspond to approximately 1.3 and 2.1 μm²/ms, respectively. For smaller particles, increasing $D$ decreased $\Delta R_2$; for the larger particles it increased $\Delta R_2$, but for the medium sized particles, there was no diffusion dependence. From Fig. 4, we see that the region for which $\Delta R_2$ is relatively independent of $D$ corresponds to the peak relaxation.

Scaling Laws. As mentioned in the introduction, a disadvantage of the Monte Carlo methodology is that it is a calculational work-horse, but does not lend itself to broader phenomenological explanations. However, we can generalize the results of the individual Monte Carlo simulations by using simple scaling laws derivable from the Bloch-Torrey equation, which, in these cases, should yield relaxivity results equivalent to the Monte Carlo calculations, even though we cannot solve them analytically in this case. These scaling laws will tell us how to take one solution of the Monte Carlo simulation (for example, $\Delta R_2$ as a function of particle size for a given diffusion coefficient and $\Delta \chi$) and scale it to different diffusion coefficients or perturbation strengths.
A second implication of this relation is that we should expect $D$ to enter any relaxivity expression only in the form $(D/R^2)$.

In order to understand the effect of increasing the strength of the perturbation, we consider compressing time by a factor $\beta$ (i.e., $t' = t/\beta$). This compression is equivalent to scaling up the perturbation by the same factor (i.e., $\omega(x) \rightarrow \beta \omega(x)$) with a higher diffusion coefficient:

$$\frac{dM(x, t')}{dt'} = -i[\beta \omega(x)]M(x, t') + \beta D \nabla^2 M(x, t') \quad [8]$$

That is, in the new time frame the evolution would be the same if the diffusion coefficient were increased by a factor of $\beta$, or, using the scaling rule derived above, if the particles were decreased in size by a factor $\sqrt{\beta}$. If we quantify a monoexponential $\Delta R_2$, this, too, has a factor of time in it ($d \ln S/dt$), and thus the time compression also increases the monoexponential decay constant by a factor of $\beta$. That is,

$$\Delta R_2(R, f, \beta \omega, D) = \beta \Delta R_2(\sqrt{\beta} R, f, \omega, D). \quad [9]$$

Even if decay is not monoexponential, we could write a similar scaling law for, say, the time required for the signal to drop to half its strength, and summarize all our expressions by this time. These two scaling laws are very general, and are independent of the fields that the perturbers cause, as long as these perturbers do not interact. Thus, these relations hold for any shape perturber and, we should expect, in vivo.

We can use these laws to help explain the concentration dependence of $\Delta R_2$ seen with the simulations and confirmed with the microsphere experiments, as well as the linear dependence often seen in vivo (40). In Fig. 7, the solid line shows the prototypical results from the Monte Carlo simulations described above. The dotted line shows the results of doubling the strength of the perturbation; i.e., doubling $\Delta \chi$ in the simulations, or doubling the concentration of agent in the in vitro or in vivo experiments. Using Eq. [9] we should expect that, for the doubled perturbations, $\Delta R_2 \rightarrow 2 \Delta R_2(\sqrt{2} R, f, \omega, D)$ and thus doubling the perturbation should produce twice the relaxivity that would have been obtained for perturbers that are $\sqrt{2}$ times larger. If there were no perturber size dependence for the relaxivity, $\Delta R_2$ would thus be linear with concentration.

This relationship is shown schematically in Fig. 7 in (A) the diffusion-narrowed (i.e., where increasing diffusion decreases relaxivity) regime, and (B) in the maximum relaxivity regime. In the diffusion-narrowed (left) regime, the relaxivity should quadruple: one factor of two from the time compression, and a second factor of two because $\Delta R_2 \sim R^2$ in this regime. (We expect this $R^2$ dependence from Eq. [7]. In this narrowed regime, we expect $\Delta R_2 \sim 1/D$ from general arguments (29), which must, by scaling, be an $R^2/D$ dependence. That is, we expect quadratic dependence of relaxivity on concentration, as observed in Fig. 2, and consistent with previous calculations that were valid in this regime (29). In the large-sized (right) regime, the relaxivity will grow far more slowly because the shift to large perturbers reduces...
FIG. 7. Scaling laws and linearity at peak relaxivity. The solid and dashed lines represent typical $\Delta R2$ versus size curves at two different $\Delta \chi$, with the dashed line representing a doubling of $\Delta \chi$. The scaling laws suggest that the effective transverse relaxivity at twice the concentration should be twice the relaxivity for compartments that are $\sqrt{2}$ times larger. At point A, in the motionally narrowed regime, going from a $2 \mu$ to 2.8 $\mu$ doubles $\Delta R2$ (first arrow). Doubling the resulting $\Delta R2$ (second arrow) produces a quadratic dependence with $\Delta \chi$ (third arrow). However, at peak relaxivity, point B, going from 8 $\mu$ to 11.3 $\mu$ hardly changes $\Delta R2$ (first arrow). Doubling this $\Delta R2$ (second arrow), then gives a simple doubling of $\Delta R2$ with $\Delta \chi$ (third arrow).

Unlike other models (32, 41), our simulations and experiments specifically neglected water permeability, and thus focused on the extravascular effects of compartmentalized agents. In the brain, or for particulate iron oxide agents, we feel this model is appropriate. In particular, the lack of $T2$ enhancement seen using Gd-DTPA in human brain studies and measurements of intravascular water lifetimes in normal, animal brain (~1 s (42, 43)) implies that extravascular exchange can play only a minor role in these cases. However, neglecting permeability is likely to confound the calculation in vivo when water permeability is high, such as in the heart and kidney. Studies that additionally incorporate water exchange (as well as the appropriate cylindrical geometry) into the Monte Carlo models so that balance between both paramagnetic relaxation and diffusion-mediated susceptibility effects can be determined are on-going.

The specific results of the simulations agree with previous theoretical calculations in the limits in which those calculations are valid. For example, the data on the left of Fig. 4 (motionally narrowed, $\Delta \omega \tau << 1$) agree generally with the predictions of Gillis and Koenig (29), showing quadratic increase with concentration. In addition, the shape of the curves is similar to those produced by Muller et al. (35) in Monte Carlo simulations for much smaller volume fractions of highly magnetized spheres. Comparing our results to Muller et al. (35), despite the widely different volume fractions ($2 \times 10^{-6}$ versus $2 \times 10^{-2}$) and peak field shifts ($3.4 \times 10^{-6}$ versus $7 \times 10^{-6}$ s$^{-1}$ for the peak of the 9.6 mM case in the Fig. 3) both systems show relaxivity peaks at approximately the same phase shift accrued by protons as they pass by the perturbers. For Muller's small magnetized spheres at their peak, we find this phase $= \delta \omega R2/D = 2.7 \pi$. For our much larger, but less magnetized, 6.3 $\mu$ particle we found, at peak, $\delta \omega R2/D = 2.1 \pi$. Our study confirms the difficulty of applying analytic approximations (such as ref. 44, 45, 31) without foreknowledge of the approximate regime in which the perturber system lies. This problem is especially acute as the most effective relaxivity never lies in the ranges for which approximations suffice, because it is precisely the region of compromise between the competing effects.

The right side of Fig. 4, specifically the $\Delta R2*$ (gradient echo) curve, confirms Brown's result (46) $\Delta R2^* = (2\pi/3\sqrt{3}) f \Delta \omega$, derived originally for oilwell logging. As shown in Fig. 4, at 11.2 mM Dy-DTPA, we found empirically and with the simulations that $\Delta R2^*$ asymptotes to 22 s$^{-1}$, compared with 25 s$^{-1}$ from Brown's formula. In addition, our data explain the disagreement between this formula and spin echo results: only in the motionally narrowed regime (where Brown's results do not apply) and at peak relaxivity are spin echo and gradient echo effects comparable. Above this peak relaxivity, for fixed $\Delta \chi$ and volume fraction, the larger the particle, the less useful an expression $\Delta R2^*$ is for predicting $\Delta R2$.

One possible confound in these simulations is the approximate nature of our "elimination" of the native susceptibility of the polystyrene spheres in the absence of added Dy-DTPA. We corrected for this susceptibility shift by subtracting the measured relaxivity of the spheres...
alone rather than shifting the axis of the $\Delta R_2$ versus $[Dy]$ curve, Fig. 2. Our method of correction will artifactually reduce the quadratic curvature in the motionally narrowed case. Because the susceptibility of the spheres is quite low, and because we performed the same subtraction in the simulations, we believe the comparison between the results and the simulations remains valid, and the comparison with theory was made simpler by this subtraction.

A small error in our estimate of the susceptibility of these spheres may have led to the poorer agreement between theory and simulation in the lower concentration of Dy-DTPA in Fig. 3. Better agreement could be found by allowing the susceptibility of the polystyrene to vary, and finding the susceptibility that best fits the $\Delta R_2$ versus $[Dy]$ curves. However, we believed that the results were stronger with the small disagreement between experiment and a theory that had no free parameters.

While not explicitly demonstrated using the spherical case, we expect the general features of these results (i.e., strong compartment size dependence, wide range of diffusion dependence, linear and quadratic regimes) to be fairly independent of the exact shape of the compartment. As we demonstrated with the scaling laws, these specific solutions can also be generalized explicitly to explain why we observe linear behavior in vivo, despite the usual predictions of quadratic behavior for other limits. Although not exact, we can also use these results by analogy to address three issues: design and assessment of iron oxide contrast agents in the liver, assessing the possibility that capillary blood flow plays an important role in susceptibility contrast in the brain, and using the relaxation-versus-size dependence to perform basic physiology experiments, such as understanding whether tissue blood volume changes are due to recruitment of marginally perfused vessels or dilatation of existing, perfused vessels.

The strong size dependence is likely to be of critical importance in optimizing and interpreting the results of iron-oxide contrast agents that are targeted to either hepatocytes or Kupffer cells in the liver. For example, measurements made using very small (<3 nm diameter) iron oxide particles (monocrystalline iron oxide nanoparticles, "MION" (47)) show quite different results in vitro and in vivo depending on whether the MION is directed to the hepatocytes or the Kupffer cells, and all show very different relaxivities in water solution than in vivo. For these particles, the $T_1$ relaxivity (per gram tissue or per milliliter water) have been found to be greatest in hepatocyte-directed agents, and smallest in water solution (48). Fig. 4 and the scaling laws can help us interpret these results.

Compared with free water, protons in the liver have a much lower effective diffusion coefficient. As a result, we would expect a shift to the right (because of the scaling dependence for $R/D$) on the relaxation-size curve, Fig. 4, for particles measured in vivo compared with in water solution. The increased relaxivity in hepatocytes for spin echo imaging implies that the particles in water solution are in the motionally narrowed regime, so that decreases in diffusion create less averaging and thus more effective relaxation. We would therefore predict that cooling an aqueous solution of these small particles would result in an increase in relaxation.

A more serious complication is the effect of particle size and distribution in vivo. While hepatocyte-directed agents tend to become uniformly distributed (compared with an average proton's random walk), the relative size and paucity of the Kupffer cells (about 2% by volume) implies that, in analogy to agent compartmentalization to the microvasculature in the brain, the Kupffer cell size may be the important compartment size, rather than the size of the particle or a particle-containing vesicle for RES-directed agents. "Concentration" of the agent, like diffusion, may produce either a decrease or increase in relaxation, depending on where on Fig. 4 the native particle lies. Although it may be an oversimplification, we can interpret the reduction in efficacy of the RES-directed MION particles as shifting the relaxivity-size curve "too far" to the right: that is, beyond the peak relaxivity. This hypothesis can be tested by measuring $\Delta R_2$ as a function of liver concentration. If, indeed, the RES-concentrated agent is to the right of peak relaxivity, then the relaxivity-concentration curve should be sublinear. In addition, because magnetic field distortions can be quite shape- and orientation-dependent (37), quantitatively accurate results would require appropriate modeling of the sequestering compartment.

As a second generalization, we predict the effect that movement of contrast agent within the vasculature could have during imaging. Hardy et al. (49) have shown the feasibility of using large magnetic particles within the vasculature to measure flow. In addition, White et al. (50), report dramatic decreases in $\Delta R_2$ at death in animals that have a long-lived iron contrast agent in the blood, and attribute this drop to a blood velocity-induced mechanism. We believe our measurements argue against this interpretation of White's data, although it is consistent with Hardy's notion of flow-induced signal changes. This apparent paradox can be resolved by considering the relaxivity regime of the system. As demonstrated in Fig. 6, increased water mobility may either decrease (for small diameter), increase (for large diameter), or leave unaffected (for "peak" diameter) relaxivity, and that for the $\Delta \chi$ used in susceptibility contrast studies (White's work included), we are likely to be in the peak relaxivity domain. From the point of view of the proton, magnetic field variation caused by diffusion of the proton or by the perturber are, to first order, indistinguishable. By analogy, then, we expect that in the regime of minimum diffusion sensitivity, we should also expect minimal blood velocity sensitivity, and that the results of White et al. are more likely caused by a significant decrease in blood volume at death (51). A more complete test of this hypothesis is underway in a cylindrical capillary model that also includes motion of the blood compartments. The methods suggested by Hardy et al. use particles for which we are well past peak relaxivity on Fig. 6, so that motion of the perturbers will increase relaxivity, thus producing an exploitable flow-dependent effect.

A final use is to exploit the compartment size dependence of these effects to perform a basic biological meas-
Measurement: discriminating dilatation from recruitment in cerebral blood volume changes during physiological perturbation. In principle, at least, measurements made with an equilibrium susceptibility agent at peak relaxivity (i.e., at $\Delta x$ such that the $\Delta R_2$ versus capillary diameter is at a maximum) should show the same linear change in $\Delta R_2$ whether blood volume increased because of a change in average capillary diameter (dilatation) or an increase in the number of perfused capillaries (recruitment). Such a measurement could be compared with the relative change with a much larger $\Delta x$ for which the peak relaxivity occurs at a vessel size that is smaller than the smallest capillary, e.g., 3 $\mu$. In this case, recruitment should still change $\Delta R_2$ linearly with blood volume, but dilatation would change $\Delta R_2$ less than linearly, because the increase to larger capillary radii would decrease the effectiveness of the agent.

**CONCLUSIONS**

We have demonstrated that Monte Carlo modeling of microscopic susceptibility variation produces excellent predictions of apparent $T_2$ relaxation in simple phantoms. We have used these results to show that gradient echo images of tissue with agent compartmentalized in large enough compartments should show relatively little dependence on compartment size. Spin echo images, on the other hand, tend to show much greater dependence on geometry. In particular, we have demonstrated that it is reasonable that the $T_2$ effect should be linear with concentration over a wide and clinically useful range. In addition, the scaling rules present a logical framework with which to understand this apparently paradoxical behavior.

When combined with the simple scaling rules, these simulations provide a framework to understand apparent transverse relaxation caused by microscopic susceptibility variation. The understanding these models have produced is, we feel, both qualitative, in the sense that it helps explain the various regimes of behavior observed in vivo, and quantitative, because it predicts the magnitude of these relaxations accurately. We have used the results directly to predict diffusion and size effects in iron-oxide agents for the liver, by analogy to predict the absence of strong, velocity-dependent changes in brain contrast, and by extension, to suggest using the relaxivity-compartment size dependence to differentiate vasodilatation from recruitment of capillaries.

Ultimately, the mathematical modeling of complex biology relies on a series of approximations and assumptions. We believe Monte Carlo modeling, especially with the addition of generalizing rules, is a particularly attractive methodology for these models, because it provides the framework for including ever more complex features, and assessing the effects, if any, of these complexities.
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